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Overcoming GPU Memory Capacity Limitations
in Hybrid MPI Implementations of CFD*

Jake Choi!, Yoonhee Kim?, and Heon-young Yeom?!

! Department of Computer Science, Seoul National University
2 Department of Computer Science, Sookmyung Women’s University

Abstract. In this paper, we describe a hybrid MPI implementation of a
discontinuous Galerkin scheme in Computational Fluid Dynamics which
can utilize all the available processing units (CPU cores or GPU devices)
on each computational node. We describe the optimization techniques
used in our GPU implementation making it up to 74.88x faster than the
single core CPU implementation in our machine environment. We also
perform experiments on work partitioning between heterogeneous devices
to measure the ideal load balance achieving the optimal performance in
a single node consisting of heterogeneous processing units. The key prob-
lem is that CFD workloads need to allocate large amounts of both host
and GPU device memory in order to compute accurate results. There
exists an economic burden, not to mention additional communication
overheads of simply scaling out by adding more nodes with high-end sci-
entific GPU devices. In a micro-management perspective, workload size
in each single node is also limited by its attached GPU memory capacity.
To overcome this, we use ZFP, a floating-point compression algorithm to
save at least 25% of data usage in our workloads, with less performance
degradation than using NVIDIA UM.

Keywords: CFD - MPI - CUDA - GPU - compression - memory

1 Introduction

The rising demand for analyzing more complex aerodynamic applications has
led to the development of high-order methods that break through the limita-
tions of conventional 2"%-order finite volume methods (FVM). The high-order
methods possess many attractive features: the capability to achieve arbitrary
high accuracy with compact stencils, high spectral resolvability fitted to turbu-
lence simulation, and high scalability under large parallel computing systems.

In this paper, the three-dimensional compressible Navier-Stokes equations
given by

Q
* This research was supported by Next-Generation Information Computing Develop-
ment Program through the National Research Foundation of Korea (NRF) funded
by the Ministry of Science, ICT (2015M3C4A7065646).
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where Q are conservative variables and F.(Q),Fy(Q,VQ) are convective
and viscous fluxes respectively, are considered.

Among various high-order methods, we focus on the discontinuous Galerkin
method [21] that is the most widely used in CFD society because of its intu-
itive form and rigorous mathematical backgrounds. Applying the discontinuous
Galerkin method into Eq. (1), we finally get the following weak formulation on
each element §2:

n%‘?qﬁdv+/w (Fern—F.on)gda =
/Q Vo (Fe—Fy)dV, @)

where ¢ is the orthogonal basis computed from the modified Gram-Schmidt
process [22]. Here, F¢ - n is a monotone numerical convective flux used in FVM,

and Fy - n is a numerical viscous flux computed via BR2 method [23].

Both massively multicore GPUs and clusters of CPUs can be used to ac-
celerate such high-order methods of computational fluid dynamics (CFD). CFD
workloads are composed of calculation-heavy tasks, where input and output data
can be divided into independent portions, with little communication necessary
in each iterative step. Therefore, the benefit of performing calculations in par-
allel outweigh the costs of communication among different independent tasks.
In this paper, we initially implement a hybrid MPI implementation to acceler-
ate CFD workloads on both CPUs and GPUs in parallel. We show performance
improvements of up to 22% compared to the GPU-only version.

One potential problem that can arise is that data allocated to the GPU
could exceed device memory capacity. Workload sizes beyond hundreds of GB
cannot be fully contained in even high-end GPU devices like the Tesla P100,
which only possess a mere 16 GB of memory capacity. To rectify this, previously
unnecessary memory management operations transferring data to and from host
memory need to be taken in each iteration step, leading to large overheads. In
order to not deal with such nuisances, NVIDIA UM (Unified Memory) [25] can
be used to unify the GPU device memory with host memory.

Introduced in CUDA 6, NVIDIA UM is a single memory address space that is
accessible from any processor in the system [26]. It allows applications to allocate
data that can be written or read to from code running on either CPUs or GPUs.
Using UM eliminates the need for explicit memory copies from host memory
to GPU device memory. The system will automatically perform page migration
on-demand to the memory of the accessing processor. Even though UM provides
simplicity in its usage, the system is ignorant of the actual data access patterns
of applications using it. In our evaluation, we show that total performance drops
significantly if the working set size for the GPU process exceeds its total device
memory.

In order to overcome such performance limitations, our GPU implementa-
tion utilizes CUDA-based ZFP [31], a floating point compression algorithm, to
compress the working set data in the pre-processing step. We achieve lossless
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compression rates of up to 50%, and perform partial block decompression on the
GPU. We evaluate the performance overheads of decompression for various CFD
workloads in comparison to the baseline UM performance. We also evaluate the
amount of compression we can achieve on the working set without incurring data
loss.

To summarize, our paper makes the following contributions:

— We derive GPU kernel implementations of CFD from the CPU version that
are optimized to perform better than the cuBLAS library on general con-
sumer commodity GeForce GPUs.

— Our GPU implementation is capable of utilizing NVIDIA UM.

— We utilize MPI to allow parallel execution on both CPUs and GPUs in a
heterogeneous environment.

We use two techniques, ZFP partial block decompression, and GPU memory
overwriting to reduce data usage by up to a maximum of 50% with less
overhead than simply managing data automatically with UM.

The rest of this paper is structured as follows. We first examine related work
in Section 2. Subsequently, we describe the implementation of our techniques in
three subsections in Section 3. We describe our experimental setup and show
evaluation results in Section 4, and conclude with directions for future work in
Section 5.

2 Related Work

The field of CFD has an extensive amount of existing literature mainly con-
sisting of GPU implementations that boast magnitude-of-order speedups over
sequential single-threaded CPU code. Work using multi-threaded CPU imple-
mentations also seem to compete against their GPU counterparts. The common
thread of such works is that most advocate using purely homogeneous multi-
threaded CPU [19,20] or GPU [8,9,16] implementations, but rarely are hybrid
implementations considered. Such works essentially recommend competing im-
plementations with a preference towards one type of architecture. However, our
work uses an heterogeneous MPI implementation which can take full advan-
tage of all available processing units. Some GPU implementations are able to
utilize multiple devices [11,17, 18] for scalability, but these works also do not
consider CPU usage in parallel. Albeit there are less common works which sug-
gest efficient methods of using a combination of either MPI or OpenMP to solve
CFD problems in heterogeneous systems [28], these works deal with less complex
methods that are lower-order. They also do not mention GPU memory capacity
issues regarding large workloads at all. Moreover, to the best of our knowledge,
we were unable to find any related work that dealt with reducing the data usage
of CFD workloads in GPU memory.
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3 Implementation

Our GPU implementation has two versions, one using NVIDIA UM, and the
other using manual CUDA memory operations. Workload size is limited to GPU
device capacity when ordinary cudaMalloc is used, but using UM allows the
workload size to reach host memory limits. In the latter case we prefetch data
from the host to GPU memory by using cudaMemPrefetchAsync. Table 1 shows
the size of major data arrays along with their access type in our GPU kernels.

When executing our GPU implementation, only one CPU core is responsible
for the management of GPU operations. This leaves the other cores idle. By
partitioning the workload in the pre-processing stage using ParMETIS [29], we
assigned different weights to different MPI processes, allocating a subset of the
data to each process. By doing so, we are able to independently execute differ-
ent processes on either GPU devices or CPU cores, based on the rank of the
process. In the following Subsections 3.1, 3.2, and 3.3, we will explain the GPU
optimizations we performed in detail, along with how we used ZFP compression
or memory buffer overwriting to save data usage when GPU memory capacity
is not sufficient to completely contain the given workload.

3.1 CUDA Optimizations

The CUDA implementation consists of a total of 17 separate kernels. Among
these 17 kernels, 9 are used in calculations needed for computing intermediate
rhs values, 5 are used for updating the solution values and the remaining 3 is
for calculating the time step after each iteration. A profiling of the kernels using
nuprof [10] is performed to show which kernels take up the majority of program
time in Table 1. Kernels with less execution time are omitted. Among the nine
major kernels, three kernels each are responsible for calculating the face, periodic
boundary and boundary, and cell values, respectively. We prefix such kernels as
first_loop_#, third_loop_#, and fourth_loop_# respectively. Each kernel runs with
a different number of spawned threads and blocks. Intermediate data is stored
in global memory. If there are no data dependencies among the kernels, we run
them in different CUDA streams so that they can run simultaneously when GPU
streaming multiprocessors are not fully utilized.

Algorithm 1 shows the CPU and GPU version of (fourth_loop_3). We store
spatially close data in shared memory to take advantage of global memory coa-
lescing, exemplified in line 2. We usually set the blockDim and gridDim of each
kernel to match the respective number of cells, points, states or basis values,
shown as loop indices in the CPU version, with some exceptions, where the
number of spawned threads of the kernel is set to 32 to match the warp thread
count, for performance optimization reasons. Using atomic functions for Algo-
rithm 1 shows better performance than shared memory reduction because there
is little contention amongst the blockldz.y axis blocks for the same memory lo-
cation, and using reduction will cause poor memory access patterns and lower
functional utilization.
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Algorithm 1 Third stage of calculation of cells

Input: 2D vectors cell_coefficients as cc, fluzx
Output: 2D vector rhs as rhs

CPU Version

for i < 0 to num_cells do
for j < 0 to num_points do
for k < 0 to num_states do
for | < 0 to num_basis do
for m + 0 to dimensions do
ThSiJc,l < rhsivk,l — (CCiﬁqu’m * fluxi,j,kym)
end for
end for
end for
end for
: end for

—
RO XN

—_

GPU Version
i < blockldx.x, j < blockldx.y
[ + threadldx.x
procedure FOURTH_LOOP_3 > Performed in parallel
Declare __shared__ memory cc_
CC-k,m < CCij k,m
for k < 0 to num_states do
temp < 0
for m < 0 to dimensions do
temp < temp — (cC-i,m * flux; j k,m)
end for
atomicAdd temp to rhs; i,
10: end for
11: end procedure

©

3.2 ZFP Compression and Block Decompression

ZFP is a fixed-rate, near-lossless compression scheme that maps small blocks
of 4% values in d dimensions to a fixed, user-specified number of bits per block,
thereby allowing read and write random access to compressed floating-point data
at block granularity [2]. ZFP shows much higher compression rates for floating-
point data compared to other generic lossless compression schemes like Gzip [4],
bzip2 [5], or even floating point compression schemes like FPZIP [6]. This is
because floating-point values have tailing mantissa bits that are too random to
compress effectively [7]. ZFP is also relatively accurate because of its bounded
relative error [3]. It supports three modes: fixed-rate, fixed-accuracy, and fixed-
precision. In fixed-rate mode, each d-dimensional compressed block of 4¢ values
is stored using a fixed number of bits that we can set as a parameter.

Our scheme uses CUDA ZFP to compress and decompress data in the GPU
in parallel. We use fixed-rate mode as the other modes are not supported by
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Table 1. List of Major Data Arrays Referenced in GPU Kernels and Major Kernels

Array Name RW|% of Data Kernel |Avg. Time| % of
Usage Name Time
cell_coefficients R 50.81% fourth_loop_3 9.74ms  |38.18%
cell_basis_value R 16.94% || fourth_loop_1 | 5.93ms |23.24%
face_owner_basis_value R 5.77% third_loop-1 3.95ms  |15.47%
face_neighbor_basis_value R 5.77% third_loop_3 2.81ms |11.01%
face_owner _coefficients R 5.77% first_loop_1 1.22ms | 4.79%
face_neighbor_coefficients R 5.77% first_loop-3 583.88us | 2.29%
peribdry_owner_basis_value | R 1.15% fourth_loop_2 | 490.32us | 1.92%
peribdry_neighbor_basis_value| R 1.15% third_loop_2 | 334.34ps | 1.31%
peribdry_owner_coefficients | R 1.15% memcpy HtoD| 7.38us 1.10%
Flux RW| 3.02% first_loop_2 125.88us | 0.49%
solution RW 0.17% memcpy DtoD| 15.39us | 0.05%

rhs W 0.17%

CUDA ZFP. The reason for this is because we need random access to the com-
pressed blocks. In fixed-rate mode, the size of all compressed blocks are constant,
allowing partial decompression to take place at any order. The number of bits
that are used to store each block is input as a parameter to the compression
and decompression functions. This parameter needs to exactly be a power of
two otherwise the number of actual compressed bits per block will be rounded
up to the next largest power of two. Therefore in fixed-rate mode, we can only
achieve exact compression ratios of 50%, 75%, 87.5%, and so forth. We directly
incorporate the encoding and decoding functions from source, because the GPU
API is not exported into the shared library when compiled. Before application
modifications are made, we take note of which read-only data buffer would poten-
tially use the greatest amount of space in GPU device memory, and is referenced
scarcely. This is because our goal is to minimize decompression overheads and
data loss. We encode the largest buffer directly into GPU device memory only
once in the pre-processing stages by directly calling the encode launch kernel
function for one-dimensional arrays of type double.

Decompression is performed directly in the kernels before references to the
compressed arrays are made. We modified the device decode functions to work
with larger block indices, up to the value limit of type unsigned long. Then,
we used block decompression in each thread of our calculation kernel which
references the data values in the compressed buffer. Because fixed-rate mode
requires each block to contains 4¢ values, where d = 1, we can obtain 4 decoded
64-bit values from the decode function per CUDA thread. Because the number
of threads per CUDA block is equivalent to the basis value, some of the threads
would have to wait in a synchronization step before the results from the other
threads are all stored in shared memory. Once block decompression is finished,
the kernel continues with its task. By using block decompression, we can amortize
the overhead of decompression in the calculation kernel itself without incurring
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additional kernel launch overheads, and can discard the decompressed values
from shared memory after they are used.

3.3 Overwriting GPU Data Buffers Using Memory Copy

A naive method of saving GPU memory capacity is to keep only the absolute nec-
essary data in GPU device memory. We can perform this by calling cudaMemcpy
before the kernel referencing the data is launched and calling cudaFree imme-
diately after the kernel execution completes before the next kernel is launched.
Not only is this method extremely inefficient, it is also impractical to pipeline.
Data residing in GPU memory would have to be constantly freed and copied
before each calculation step, leading to large data transfer overheads. Addition-
ally, cudaFree is a synchronous operation with an internal synchronization call.
Therefore we cannot pipeline the kernels with the data transfers.

We use a different technique of avoiding cudaFree altogether by sharing
buffers across multiple kernels. Like in Section 3.2, we select the cell_coefficients
buffer because it utilizes the largest capacity. Once the kernel using this buffer
finishes execution, we simply overwrite its contents using cudaMemcpy with the
host data that we do not want to store in GPU device memory. We are able to
save GPU space because we do not have to cudaMalloc distinct buffers for such
arrays. Based on Table 1, we are able to theoretically save a maximum of 50%
of GPU space if we utilize the largest buffer for all of the required data.

4 Evaluation

4.1 Experimental Setup

We use two experimental environments. The first environment is a single private
machine equipped with NVIDIA GeForce GTX 1050 Ti using the Pascal archi-
tecture. The CPU we use is an Intel i7-7700 @ 3.6GHz with 4 physical cores. The
second environment consists of a single server node equipped with 2 NVIDIA
GeForce Titan XP also using the Pascal architecture. The CPU for this node is
an Intel Xeon E5-2683 @ 2.1GHz with 2 sockets equipped with 16 cores each.

4.2 Performance Results

Figure 1 shows the performance results of both the CPU and GPU implemen-
tation in both environments. The x-axis shows the size of the workload that we
used, and the y-axis is the execution time in seconds or the speedup. We notice
that the multi-core version utilizing all 8 cores with hyper-threading on shows
a maximum speedup of 4.45 times the sequential version. Using the GTX 1050
Ti speeds up performance up to 9.02 times sequential code. Titan XP shows
speedups of up to 74.88 times the sequential version. Both experiments ran each
workload for 100 iterations.

Figure 2 shows the results when a small workload is run on the private
machine, and a bigger one on the server machine. The first two columns of each
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division denote sole GPU or CPU execution times, and the remaining columns
show heterogeneous execution times. The two parameters of the x-axis show the
number of MPI processes, and weight given to a single GPU device. Results show
that assigning a workload weight of 72% to the GPU causes the most speedup
(about 11% compared to GPU-only) for the server machine. We believe the
speedup is not completely scalable because of the MPI communication overheads.
There are a fewer number of cores co-located near each other in the private
machine, causing less communication overheads. Each individual core also has
a greater clock frequency, contributing to higher performance per core. In the
private machine, we experience a speedup of about 22% compared to when the
GTX 1050 Ti executes the code exclusively.

Using multiple GPU devices also further reduce execution time, as shown
in Figure 3. We run the workload in two Titan XPs in parallel using MPI,
and assign half the weight to each device. As the workload size becomes larger,
performance generally becomes better as the divisibility of the workload from
the ParMETIS library becomes more congruent. The middle cases (9,9,9) and
(10,10,10) actually experience a greater than linear speedup, most likely due
to the kernels being more optimal in block and thread size to allow the kernel
optimizations to work more efficiently.

Running the workload on all processing units actually performs worse than
dividing the workload equally into multiple GPU devices. We do not execute
the program with too many CPU cores, because partitioning the workload too
finely will prevent some MPI processes from receiving any data at all, leading to
errors. In order to properly experience program speedup, the GPU device must
be assigned the proper ratio of workload depending on its processing power
relative to a single CPU core. We use heuristics to find the optimal weight
that we have to give each processing unit in the cluster. However, ParMETIS
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cannot allocate an exactly equal amount of data to each process, which leads
to synchronization discrepancies. This could cause CPU cores to lag behind the
GPU devices, which would be idle in MPI_Wait () while the CPU cores are still
busy.

We compare our data usage saving techniques with NVIDIA UM on both
GPU devices in Figure 4. We run a (8,8,8) workload for 100 iterations. We
performed the experiment by filling up the GPU memory using cudaMalloc to
guarantee that the UM paging mechanism will be called when the workload exe-
cutes. When GPU memory is insufficient, resorting to UM slows down program
execution more than one order of magnitude because of page faults. We com-
pressed cell_coefficients (see Table 1) with a fixed-rate of 50% so that data loss
would be minimized. Therefore we were able to save 25% of total data usage and
reduced execution time by up to 6.4 times UM. Likewise, we eliminated the
cell_basis_value, face_owner_basis_value and face_neighbor_basis_value
buffers for our memory copy overwrite technique, saving a total of 28.48% of
data usage while achieving a speedup of up to 3 times UM. Memory copy over-
write has more overhead than block decompression, and that is because the time
spent in additional cudaMemcpy operations exceed the amortized kernel decom-
pression time by more than a factor of two. These operations are repeated five
times in each iteration, causing large overheads.

5 Conclusion and Future Work

CFD is a widely researched application relevant to many scientific fields. Im-
plementations of CFD are scalable, as the application running time generally
decreases when the number of processing units (GPU or CPU) are increased.
However, scarcity of GPU memory compared to host memory limits CFD work-
loads to GPU device memory capacities.

Our solution, which includes ZFP block decompression and memory copy
overwrites allows a minimum of 25% larger CFD workloads to run with ade-
quate performance on different types of commodity GPUs, without resorting to
additional money spent on purchasing more GPU devices, or cluster nodes for the
need of adding more GPU slots. The effect is for more data to be packed in the
GPUs of each cluster node, reducing MPI communication overheads which can
potentially hamper the scalability of execution time of the application. Our GPU
implementation performs up to 74.88 times faster than the sequential version on
cheap, commodity GPUs. Finally, we are able to further increase performance
by partitioning the application workload to different MPI processes to utilize all
heterogeneous processing units in the cluster.

In future work, we shift our focus to how we can manage multiple CFD
applications running simultaneously. We also want to automate the process of
finding optimal weights, especially when network nodes are used. Finally, we
pursue a generalized compression method in the system layer.
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